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Algorithms and codes for dense assignrnent problerns: 

The state of the art 

Abstract 

The paper considers the classic linear assignment problem with a min-sum objec­
tive function, and the most efficient and easily available codes for its solution. We 
first give a survey describing the different approaches in the literature, presenting 
their implementations, and pointing out similarities and differences. Then we select 
eight codes and we introduce a wide set of dense instances containing both randomly 
generated and benchmark problems. Finally we discuss the results of extensive com­
putational experiments obtained by solving the above instances with the eight codes, 
both on a workstation with Unix operating system and on a personal computer run­
ning under Windows 95. 

Keywords: Linear assignment problem; Experimental evaluation; Comparison of al­
gorithms; Dense matrices; 

l Introduction 

Given an n x n integer cost matrix [Cij], the Linear Assignment Problem (AP) is to assign 
each row to a ciifferent column in such a way that the sum of the selecteci costs is a 
minimum. Using a binary variable Xij = l iff row i is assigneci to column j, the problem 
can be formulateci as follows. 

n n 

(AP) z= mln LLCijXij (l) 
i= l j=l 

n 

LXij =l (i=l, ... ,n) (2) 
j=l 

n 

LXij =l (j=l, ... ,n) (3) 
i= l 

Xij E {0, l} (i,j =l, ... ,n) (4) 

This is one of the most famous anci stuciieci problems in mathematical programming, 
anci it is also a basic topic in combinatoria! optimization. Surveys on AP have been 
presenteci by Derigs [29), Martello anci Toth [44), Bertsekas [15) anci Akgiil [4], whereas a 
complete annotateci bibliography has recently been proposeci by Dell'Amico anci Martello 
[28). There are more than one huncireci papers on the problem anci several algorithms have 
been proposeci, but, in practice, less than ten efficient cocies are available. 

1 Corresponding author. E-mail: dellamico@unimo.it 
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The aim of this paper is to present a short survey of the techniques proposed for the 
solution of AP and to give a complete and extensive computational analysis of the most 
popular and efficient algorithms. In particular we consider sequential codes available as 
source listing, either on a diskette accompanying a book, or on the web. Moreover we 
restrict our study to dense instances. 

Our first choice (i.e. to consider only sequential codes) is due to the fact that, at 
present, parallel algorithms are too architecture dependent and two main problems arise 
when we try to use a code, written for a particular computer, on a different machine. 
First the translation of the code may be difficult due to the possible strong use of the 
peculiarities of the architecture. Moreover, even if the translation is carefully made, the 
two implementations may have very different performances. 

Our second choice (i.e. to consider dense instances) is due to the fact that most 
of the literature presents computational experiments on sparse matrices, although there 
are important classes of problems which are dense in nature. Consider, e.g., the classic 
roùting problems (TSP, VRP, etc.) which have been traditionally solved using the AP as 
a subproblem, and which have benchmarks and real life instances defined by almost full 
matrices. (When an instance is given by a sparse cost matrix S, we can handle it with a 
complete matrix [cij) in which a large positive value (say +oo) is given to each entry (i,j) 
which does not exist in S.) 

Several papers exist which compare algorithms for AP through computational experi­
ments [18, 45, 21, 29, 22, 37, 15, 17, 38, 7, 23, 51, 54, 31, 53), but this work differs from 
the previous ones in four main aspects: 

• we consider only originai codes, implemented by the respective authors, which can 
be easily obtained; 

• we have performed a huge computational analysis on randomly generated and bench­
mark problems (we consider 730 random instances from six classes, and 141 bench­
mark instances from the Iiterature); 

• we performed our experiments on two of the most common hardware and software 
platforms: Sun workstation running under Unix System V and a PC Pentium run­
ning under Windows 95 operating system; 

• we consider oniy dense instances, which are almost neglected in the literature. 

In Section 2 we summarize the main approaches proposed for the solution of AP, then 
in Section 3 we describe the algorithms we have selected for our analysis and how they 
impiement the generai approaches in Section 2. Section 4 describes the modifications to 
the originai codes that have been introduced to perform our experiments, and presents 
the test instances. The last Section 5 gives the results of our computational experiments 
and comments on the performances of the competitors. 
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2 Solution Techniques 

Before describing the most important techniques proposed for the solution of AP, let us 
introduce some background materia!. 

It is well known that the constraint matrix defined by (2) and (3) is totally unimodular. 
Moreover, the right-hand-sides of (2) and (3) are integer, so the polyhedron of the feasible 
solutions of AP has integrai vertices, and one can obtain the optimal solution of AP by 
solving the continuous linear program: 

n n 

C(AP) z = mm L L CijXij 

i= l j=l 

s.t. (2), (3) 

Xij ~O (i,j = 1, ... ,n) (5) 

By associating dual variables ui and Vj with constraints (2) and (3), respectively, the 
corresponding dual problem is: 

n n 

D(AP) w= max Lui+ LVi (6) 
i=l j=l 

Ui + Vj ~ Cij (i,j =l, ... , n) (7) 

Let Cij = Cij- Ui- Vj (i,j = 1, ... ,n) be the reduced costs of C(AP). Given a pair of 
solutions x and ( u, v), respectively feasible for the prirnal an d for the dual problerns, the 
optimality conditions (or complementary slackness) are: 

Xij"Cij = O (i,j =l, ... , n). (8) 

The assignment problern is also known as the Weighted Bipartite Matching Problem. 
Let G = (U UV, E) be a bipartite graph with node sets U = V = {l, 2, ... , n}, edge set 
E= {[i,j]: i E U,j E V,Cij < oo} and costs [Cij] associated with the edges. The problern 
is then to find a perfect rnatching of minirnurn cost on G. It can be shown that each 
feasible basis of C(AP) induces a spanning tree on G. 

Most of the algorithms for AP have a 'dual' nature, that is, they build the optimal so­
lution step-by-step, by iteratively adding assignments to a current partial primal solution. 
These techniques usually consist of two phases: in the first phase (preprocessing) a primal 
partial solution and a dual feasible solution are determined which satisfy the complemen­
tary slackness conditions (8). In the next phase the primal solution is improved by adding 
one row-column assignrnent at a time, until the solution becomes feasible. At each step of 
this phase the dual solution is updated so that the cornplementary slackness stili holds. At 
the end of the phase the current prirnal-dual (solution) pair is optirnal. A simple way of 
implernenting the preprocessing phase is to deterrnine a dual feasible solution as follows: 

rnin{ Cij :i= l, ... , n} (j = l, ... , n) 
minj{ Cij - Vj : j = l, ... , n} (i= l, ... , n) 

3 
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( row reduction) (9) 



Then a primal partial solution is determined by selecting (in some arder) assignments 
(i, j) such that row i and column j are currently unassigned and ~j = O. 

The approaches proposed for the solution of AP can be grouped into three classes: 
primal-dual algorithms (based on the identification of shortest paths), pure primal algo­
rithms, and pure dual algorithms. In the next subsections we briefly describe the three 
approaches. Note that we do not intend to be completely exhaustive, but we give only 
some hints on the methods, and we refer the reader to the appropriate literature for a com­
plete and rigorous description. In particular our description emphasizes the algorithmic 
aspects of the various approaches, but does not give proof of their correctness. 

2.1 Primal-Dual (Shortest Path) Algorithms 

Using the primal-dual approach, Kuhn (39, 40) obtained the first polynomial method for 
the solution of AP, called the Hungarian method. The approach can be summarized as 
follows (see e.g. Papadimitriou and Steigliz (48) fora complete description): 

(O) determine a dual feasible solution (u, v) by using row and column reduction; 

(i) given the solution ( u, v) sol ve the restricted primal problem. This is equivalent to 
finding a maximum cardinality matching on the bipartite subgraph G' = (UUV, E'), 
~h ere E' = {(i, j] E E : ~j = O}. Le t X be the set of edges in the optimum matching, 
R ç U and C ç V be the nodes incident to an edge in X, an d define a solution x 
with Xij =l if [i,j] E X, Xij =O otherwise; 

(ii) ifx is primal feasible (i.e. lXI = n), then stop (an optimal primal-dual pair (x, ( u, v)) 
has been found), otherwise obtain a new dual solution by setting ui = ui +o for all 
i E R, Vj = Vj -o for alU E C, wh~re o is the minimum reduced cost ~j = Cij -ui -vi 
among those with i E R and j f/. C. Set u = u, v =v and go to step (i) (note that i t 
is not necessary to recompute the maximum cardinality matching from scratch, but 
only to reoptimize the existing one). 

I t is easy to see that the primal-dual pair determined at step (i) satisfies the complementary 
slackness conditions (8), so if x is primal feasible then the pair is optimal. When a new 
dual solution is obtained (step (ii)), the complementary slackness stili holds for the new 
pair (x, (u, v)), the dual solution is feasible and at least o ne pair (i, j) with i E R, j E C 
exists such that Cij - uì - Vj = O, but Cij - ui - Vj > O. Therefore at the next execution of 
step (i), graph G' has at least one new edge. With the originai implementation an O(n3) 
time is required to perform steps (ii) and (iii) unti! a new assignment is identified, hence 
the overall algorithm runs in O(n4 ) time. 

The complexity ofthe Hungarian method was reduced to O(n3 ) by Lawler [41]. Lawler's 
implementation was shown (see Derigs [29]) to be equivalent to a successive shortest path 
algorithm which can be conveniently described by using the weighted bipartite matching 
model. Given the graph G of Section 2, a partial primal solution x and a dual solution 
( u, v), se t X = {[i, j] E E : Xij = l} an d define a new bipartite digraph G = (U U V, A) 
with are setA= D U R, where D= {(i,j) :i E U,j E V, [i,j] E E\X} is the set of the 
direct arcs, and R = { (i, j) : i E V, j E U, [j, i) E X} is the se t of the reverse arcs. Each are 
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(i,j) E A is assigned the cost Gj if (i,j) E D and zero if (i,j) E R. (Note that solutions 
x an d ( u, v) satisfy the complementary slackness conditions.) Le t us call "unassigned" a 
node of U or V corresponding, respectively, to an unassigned row or column. One can 
prove that any dipath of G starting from an unassigned node of U contains, alternatively, 
an are in D and an are in R. Such paths are called altemating paths. If the dipath, say 
P, terminates with an unassigned node of set V, then it is called an augmenting path. 
Indeed, by removing from X the edges in R n P and adding to X the edges in D n P, 
we obtain a new (partial) primal solution X' with IX'I = lXI+ l assignments. Remem­
bering that the costs of the arcs are the reduced costs of C(AP) one can see that finding 
a shortest (augmenting) path in G is equivalent to finding a minimum cost solution with 
lXI +l assignments. The required path can be determined through Dijkstra's algorithm 
by selecting as root node an unassigned node of U. The growth of the Dijkstra tree, say 
T = (VT, AT), is halted when it reaches an unassigned node, say j, of V, i.e. when it 
contains an augmenting path from the root to the leaf j. The dual solution associated 
with X' is obtained by defining J = min{Cij : (i,j) E AT n D}, by setting R = u u vr, 
C = V U vr, and by updating the current dual solution as in step (ii) above. AP can thus 
be solved by identifying O(n) successive shortest augmenting paths. Since the Dijkstra 
algorithm runs in O(n2

) time, the overall computational complexity of a shortest path 
algorithm is O(n3 ). 

This reduction of the time complexity is not surprising. Indeed, one can observe that 
each shortest augmenting path corresponds to a series of steps (i)-(ii) of the Hungarian 
method, which lead from a solution with lXI assignments to a new one with lXI + l 
assignments. But the originai Hungarian method needs O(n3 ) times to add an assignment, 
whereas a shortest path can be computed in O(n2 ) time. 

At present all the efficient algorithms proposed in the literature and based on short­
est paths, have O(n3 ) time complexity when applied to dense instances. The various 
algorithms differ in two points: (a) the preprocessing procedure used to define the first 
primal-dual pair, and (b) a possible sparsification technique. Sparsification is used by some 
algorithm to try to reduce the average computing time. In a first phase a core problem 
CP is defined by selecting a subset of entries from matrix C. Then CP is solved giving an 
optimal primal-dual pair and a check is performed to determine if the primal-dual pair is 
optimal also for the complete instance (i.e. if the reduced costs are non negative for all 
the elements of matrix C). If the solution is no t optimal the core is enlarged by adding 
other entries and the procedure is repeated. 

The shortest path algorithms we have used for our experiments were described in 
Jonker and Volgenant [37], Carpaneto and Toth [22], Carpaneto, Martello and Toth [20], 
Bertsekas [15] and Volgenant [53]. Both points (a) and (b) above will be discussed in 
detail in the next section. 

2.2 Primal Algorithms 

The primal algorithms proposed for AP are basically specialized implementations of the 
network simplex algorithm. We have already recalled that a basis of the continuous 
relaxation of AP is a tree, say T, of graph G. A pivot operation performed by the simplex 
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method induces a transformation of the tree T: an edge e E E\T having negative reduced 
cast is added to T, and a proper edge from the unique circuit of TU {e} is removed. It 
is well known that the simplex algorithm is not polynomial in the input size, but prima! 
algorithms exist far AP, which run in polynomial time. The key idea of reducing the 
time complexity of primal algorithms was independently introduced by Barr, Glover an 
Klingman [11] and Cunningham [26], and consists of considering as possible candidates 
only a particular subset of the bases called alternating path bases or strongly feasible trees 
(SFT). These bases correspond to trees of G with the following characteristics: (a) the 
root n ode belongs to U and has degree o ne ( as usual the degree of a n ode is the number 
of edges incident to it); (b) all other nodes belonging to U, but the root, have degree two; 
(c) Xij = l far each edge [i,j] with i E U,j E V; (d) Xij = O for each edge [i,j] with 
i E V,j EU. Using SFT, Hung [34] developed an algorithm which runs in O(n3 logl:!.) 
time, where l:!. is the difference between the initial and final solution values. Orlin [46] 
gave the first strongly polynomial primal algorithm which, far dense matrices, runs in 
O(n4 logn) time. Improved algorithms were presented by Ahuja and Orlin [I] and Akgi.il 
[5]. In particular the Akgi.il's algorithm has an O(n3 ) computing time on dense instances, 
so giving the same time complexity of the primal-dual algorithms. Unfortunately no 
efficient code has been devised from these results. 

2.3 Dual Algorithms 

Most of the approaches proposed for the solution of AP obtain a primal feasible solution 
only at the last step, so they could be classified as 'dual' algorithms. In arder to simplify 
the presentation we have already described the shortest path algorithms, which indeed 
have a dual nature, so in this section we describe four main approaches which can be 
identified, respectively, as signature, auction, pseudofiow and interior point methods. 

2.3.1 Signature method 

Before describing this method it is necessary to observe that given a tree T of graph G 
we can associate both a primal and a dual solution of C(AP), with it. If the dual solution 
is feasible (hence the primal solution is not feasible, unless T corresponds to an optimal 
solution) we call this tree a dual feasible tree. 

The method defines signature of a dual feasible tree the vector of the degrees of the 
nodes of T which belong to U. Using the signatures, Balinski [8) uniquely identifies the 
extreme points of the dual polyhedron of a transportation problem and shows that any 
two extreme points are joined by a path of at most (m - l) (n - l) extreme edges (i. e. 
he has proved that the Hirsch conjecture holds). Subsequently (see [9]) he obtained a 
dual polynomial algorithm far AP which runs in O(n3 ). This algorithm performs pivot 
operations to transform a basis into an adjacent one, but it cannot be considered an 
implementation of a dual simplex method since it may pivot on an edge with zero or 
positive flow. Genuinely dual simplex algorithms were proposed by Balinski [10) and 
Akgi.il [2, 3). Both algorithms use signatures and the idea of restricting the set of the basis 
to be considered to the so called dual strongly feasible trees. 

6 



Up to now no efficient code which implements these techniques is available. 

2.3.2 A uction method 

The auction method was introduced for the first time in Bertsekas [14], where a pseud~­
polynomial algorithm for AP was presented. Subsequently the method was improved 
through a scaling technique (see Bertsekas and Eckstein [16]) giving an algorithm which 
runs in O(n3 log(n.6.)), for dense instances, where .6. is the maximum ICiìl value. In the 
following we briefly describe the originai technique and its improvement. Note that this 
method has usually been presented for the maximization version of AP, but for congruence 
with the rest of the paper we describe its application to a minimization problem. 

Consider the dual problem D(AP) and observe that, given a dual vector v, the associ­
ated optimal vector u is 

ui=min{c;j-Vj:]=l, ... ,n}, i=l, ... ,n (10) 

thus D(AP) is equivalent to the unconstrained problem 

maxq(v) (11) 

where q( v)= L:f= 1 minj(Cij- Vj) + 2:::']=1 Vj· Given a row index i, let us define as 

j(i) = argmin{c;j- Vj: j =l ... , n} (12) 

the column index associated with the minimum Cij -Vj value of row i. Note that if the dual 
vector u is defined as in (10) and we consider.the assignment xi,j(i) =l, fori= l, ... , n (not 
necessarily feasible for AP), then the complementary slackness conditions (8) are satisfied. 
During its execution, an auction algorithm maintains a triple (v, u, x) which is dual feasible 
and satisfies the complementary slackness conditions. At each iteration the dual vector v 
is updated and an optimal solution to AP is obtained when v can be associated, through 
(12), to a primal feasible solution (i.e. j(i) i= j(k) fori, k = l, ... , n, i i= k). 

The algorithm mantains a set S of assigned rows (initially empty) and, at each itera­
tion, it selects a row 1: (j. S and performs the following steps. It computes the first and the 
second minimum of the quantities Cij- Vj, i.e. the value ur (see (10)), and the value 

u~ = min{ctj- Vj,j =l, ... , n,j i= j(?:)} (13) 

If ur < u~ or ur = u~ and j(?:) i= j(i), Vi E S then the current vj(i) value is decreased by 
the quantity lur- u~l, row 1: is added to S, and the row ì E S such that j(ì) = j(?:), if any, 
is removed from S. If otherwise u1 = u~ an d a row ì E S exists such that j (ì) = j (?:), then 
the algorithm performs a labeling procedure, like that of the Hungarian method, which 
either finds an augmenting path with zero reduced cost (so a new row is assigned), or it 
determines a value o to be subtracted from the dual values associated with the labeled 
columns (so a new vector v is defined). In the first case, set S is updated according to the 
augmenting path found, whereas in the second case we set S = S\ {ì} U {i}. The algorithm 
terminates when !SI = n. For dense instances the algorithm runs in O(n3 + n 2 .6.) time 
(where .6. is again the maximum ICiìl value). 
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The improved algorithm uses the following relaxed version of the complementary slack­
ness conditions. Given a primal-dual pair and a value E > O, conditions (8) are considered 
to be satisfied if 

"Cij ::::; é Vi, j : Xij = l (14) 

This is called an E-relaxation of the problem. The algorithm starts with a large E value 
and determines an optimal primal-dual pair for the E-relaxed problem, then it reduces the 
value of E and reoptimizes the solution. It is possible to show that a primal-dual pair is 
optimal for AP when E < 1/n. The optimal E-relaxed primal-dual pair is determined by 
means of a method similar to the above one. 

First a list L = {l, ... , n} \ S containing all the unassigned rows is defined. Then a 
bidding phase is performed by computing, for each row i E L, the value b(i) = vj(7:) + 
Uz- u~- E (called bidding of row i for column j). In a subsequent assignment phase the 
algorithm sets vj("i) to b(i) ( observe that this updating preserves the E-slackness conditions), 
removes row i from L and adds i to set S. Ifa row i ES exists such that j(i) = j(i) then 
i is removed from Sand added to a second list L2, initially empty. 

When all rows of L have been examined, if jL21 is larger than a given threshold value, 
then the algorithm sets L = L2, L2 = 0 and repeats the above procedure. Otherwise (IL21 
is small) ifE < ~ then the current solution is optimal, else E is reduced, L is defined again 
as {1, ... , n}\S and the procedure is repeated. 

This implementation of the auction method is known as the "Gauss-Seidel version". 
In a different implementation, called the "Jacobi version", the bidding b( i) is computed 
for ali unassigned rows, instead of that for a single row, then the dual value Vj of each 
column j which received a bid is updated. The Jacobi version is more efficient for parallel 
implementations, whereas the Gauss-Seidel version is superior for sequential implementa­
tions. 

The auction algorithms we have used for our experiments implement the Gauss-Seidel 
version and were described in Bertsekas [15]. 

2.3.3 Pseudoftow method 

Given a digraph G =CV, A) and a capacity b(i,j) >O for each are (i,j) E A, a pseudoftow 
is a function f: A -t~+ satisfying f(i,j) ::::; b(i,j) V(i,j) E A. For each pseudofiow f and 
node k E V the excess ftow into k is defined as e(k) = L(i,k)EA f(i, k)- L(k,j)EA f(k,j) + 
d(k), where d(k) is the supply of node k (d(k) is positive if k if is a source, negative if k is 
a sink and null, otherwise). If e(k) =O for each k E V the pseudofiow f is called a fiow. 

Given an instance of AP defined by bipartite digraph G = (U U V, E) (see Section 
2) and a pseudofiow J, we can define a new bipartite digraph G = (U UV, A), with are 
set A = D U R. The definition of sets D and R is similar to that in Section 2.1: D 
contains direct arcs, i.e. arcs directed from U to V and R contains reverse arcs, i.e. arcs 
from V to U. More precisely D = {(i,j) : i E U,j E V, [i,j] E E, J(i,j) < l} and 
R = {(j,i): j E V,i E U,[i,j] E E,f(i,j) > 0}. With each direct are (i,j) E D we 
associate a capacity b(i,j) = l and a cost Cij, whereas with each reverse are (j, i) E R we 
associate a capacity b(j, i) = l- f(i,j) and a cost -Cij· Finally the supply function has 
given value l for each no de k E U an d value -l for each no de k E V. 
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The pseudoflow method uses a cost scaling technique to determine, by successive 
approximations, an optimal solution to AP. Given a value é > O, the algorithm sets 
f (i, j) = O V( i, j) E A (i.e. i t defines a zero pseudoflow) an d transforms this pseudofiow 
into a flow which is optimal for the é-relaxation of the problem (see (14)). Then the value 
of é is reduced and a new é-optimal flow is determined. The procedure is iterated until 
é < 1/n, which guarantees the optimality of the flow for the originai problem (see Section 
2.3.2). 

The method used to convert a pseudoflow into an é-optimal flow uses two main oper­
ations: push and relabel. The push operation is applied to an are (i,j) E A to increase the 
flow on the are by one unit (note that since the maximum capacity of an are is one, then 
push can be applied only to arcs with zero flow). After a push the capacity is saturated, 
therefore the are is removed from A and substituted with its apposite (j, i). The relabel 
operation is applied to a node k to change the value of its dual variable preserving the 
é-optimality. If k E U then uk is setto min(k,j)EA { Ckj -Vj }, if instead k E V then the value 
of vk is setto max(k,i)EA { Cik- Ui- é }. Given the dual variables Vj (j = l, ... , n) let us call 
a scaling phase an iteration of the algorithm which defines Ui = min(i,j)EA { Cij -vj} Vi E U, 
sets the initial pseudoflow to zero and applies a series of push and relabel operations, to 
determine an é-optimal flow. It is possible to show (see, e.g. [33]) that during a scaling 
phase: 
(a) the values of the dual variables u monotonically increase, whereas the values of the 
dual variables v monotonically decrease; 
(b) for each i E U, the value ui increases by O(né) and for each j E V, the value Vj 

decreases by O (né). 
If we call again b. the maximum ICijl value, and we assume that the value of é is divided 
by a a t each scaling phase, then the maximum number of scaling phases is l + lloga (n!:::..) J. 

Using the above method Orlin and Ahuja [47] and Goldberg, Plotkin and Vaidya [32] 
independently developed algorithms which salve AP on sparse graphs with m edges in 
O(ynmlog(nb.)) computing time. In particular Orlin and Ahuja's algorithm can be seen 
as a hybrid of the auction algorithm and the shortest path algorithm. We will discuss in 
the next section some similarities of the algorithms based on pseudoflow, shortest path 
and auction. 

In our experiments we have used the pseudoflow-based algorithm described in Goldberg 
and Kennedy [31], which runs in O(nmlog(nb.)) computing time. 

2.3.4 Interior point method 

Since any extreme point of the polyhedron of AP is integrai, then ali methods developed 
for the solution of a continuous linear problem can be applied to AP. This is also the 
case of the interior point method. However, to our knowledge, there is only one algorithm 
that solves AP by means of this technique (see (49]). Computational experiments with 
that code were presented in (31], where it is shown that the approach is not competitive, 
therefore we have tested no interior point method. 
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3 The Competitors 

We have selected and tested the eight most popular and easily available codes for AP. In 
Table l we give the acronym we use to identify the algorithm, a pointer to the literature, 
the nature of the method implemented (we indicate with SP the shortest path method, 
with AU the auction method and with PF the pseudofiow method), and the language 
used for the originai implementation (we indicate with FOR, PAS and C, the languages 
FORTRAN, Pasca! and C, respectively). 

acronym 
reference 
method 
language 

APC 
(20) 
SP 

FOR 

Table l: 
CTCS JV 

[22) (37] 
SP SP 

FOR PAS 

The competitors 
LAPm NAUC 

(53] (15] 
SP SP+AU 

PAS FOR 

AFLP 
[15] 
AU 

FOR 

AFR 
[15] 
AU 

FOR 

CSA 
(31] 
PF 
c 

Four algorithms are pure shortest path methods, one is a mixture of auction and shortest 
path technique, two are implementations of a pure auction technique and the last one is 
a pseudofiow-based algorithm. 

The FORTRAN source code of algorithm APC is available in the diskette accompa­
nying the book by Simeone et al. [52]. The codes JV and CTCS are widespread diffused 
and are available as pseudocode listing in papers [37] and (22], respectively, or directly 
from the authors (Tom Volgenant, E-mail: tonv@fee. uva.nl and Paolo Toth, E-mail: 
ptoth@deis.unibo.it). The code LAPm is available as a pseudocode in (53], or as a 
Pascallisting from the author. The FORTRAN codes NAUC, AFLP and AFR are con­
tained in the diskette accompanying the book by Bertsekas [15] and are available at the 
URL: http: //wYYl.mit .edu/people/dimitrib/ home .html. 

The C language source code of algorithm CSA by Goldberg and Kennedy [31 J can be 
obtained as a tar uuencoded file by sending an empty E-mail message, with subject send 
csas. tar, to: ftp-request@theory. stanford. edu. 

3.1 Algorithm APC 

This is a pure shortest path algorithm preceded by a simple initialization procedure. A 
column reduction is first performed (see (9)) and a partial assignment is determined by 
scanning one column j at a time and by setting Xij = l if Cij is the minimum value of 
the column and row i is unassigned. Then a row reduction is performed (see (9)) and an 
attempt is made to enlarge the partial assignment. For each row i = l, ... , n, if column 
j(i) (see (12)) is unassigned, then xi,j(i) is set to one, otherwise the row 2 such that 
x"ì,j(i) = l is scanned. If an unassigned column j such that c;;j - Vj = c;;j(i) - vj(ì) is found, 
then the partial assignment is improved by setting xi,j(ì) = l, x"ì,i) = O and x"ì.i = l. The 
last improvement corresponds to performing a labeling phase like that in the Hungarian 
method restricted to alternating paths of length two. 
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3.2 Algorithm CTCS 

The initialization phase of algorithm CTCS is the same as that of algorithm APC. If 
the number of assignments in the partial primal solution is smaller than 0.6n, then the 
algorithm completes the solution with a standard shortest path technique, thus it operates 
exactly as APC.!f, instead, the partial solution contains at least 0.6n assignments, then 
a sparse matrix C is obtained by heuristically selecting a subset of elements from matrix 
C. The following shortest path phase operates on matrix C by using an implementation 
of APC which works for sparse matrices. Due to the sparsification it may happen that no 
feasible solution exists for C. In this case it is necessary to add more elements of C to C 
and to continue to search for a complete solution, with the updated matrix. If, instead 

~ ' 
a primal-dual pair which is optimal for C is found, it is necessary to check if the dual 
solution is feasible for the complete matrix C. If no t, for each pair (i, j) such that ~j < O 
the assignments of row i and column j are removed, and entry Cij is added to C (note that, 
for the sparse matrix C, due to the optimality of the corresponding dual solution, an entry 
such that Cij < O cannot exist). If, for a given number of iterations, no feasible solution 
has been found on C, or the solutions found are not optimal for C, then the algorithm 
discards the sparse matrix, and completes the solution by means of the standard shortest 
path method. 

To complete the description of the algorithm we have to specify how the elements of 
matrix C are selected. Given a parameter a (set to ten in the originai code) the algorithm 
considers the a+l columns l, L~J, 2L~J, ... , al~J and determines the aver age value, say f.J,, 

of the elements in these columns. Then i t computes the threshold e = l 0.5 + 2log10 nj a J, 
where a is the number of assignments in the initial partial solution. Matrix C is given by 
the elements of matrix c with Cij :s: e. 

3.3 Algorithm JV 

This algorithm, originally named LAPJV, is one of the shortest path algorithms which 
has received most attention in the literature. The peculiarity of the algorithm is the 
massive use of preprocessing procedures to determine the first primal-dual pair. With this 
algorithm the preprocessing is the most time consuming phase, but usually the resulting 
primal partial solution has a large number of assignments, so a few shortest paths are 
needed to complete the solution. 

Algorithm JV first performs a column reduction and determines the corresponding 
partial solution, as clone by algorithm APC (see above). Then it executes a so called 
reduction transfer procedure, which closely resembles the originai auction method (see 
[14]). For each unassigned row i the values Ui and ui' are computed (see (IO) and (13)) 
and vj(i) is reduced to Vj(i)-(ui'-ui) (the aim ofthis updating is to make the assignment of 
row i to a column easier, by imposing that the minimum reduced cost of row i is achieved 
at two columns). 

The second procedure, called augmenting row reduction (ARR) performs a series of 
updating of the dual variables v, which are again dose to those made by the auction 
method. Let us define j''(i) as the column such that u~ = ci,j"(i)- vj"(i)> and let r(j) be 
the row currently as~igned to column j (with r(j) empty if column j is unassigned). For 
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each unassigned row i ARR computes the values Ui and u~' and updates the dual variables 
according to the following two cases: Ui < u~' or Ui = u?. 

In the first case (ui < u~') Vj(i) is reduced to Vj(i) - (u~'- ui) and row i is assigned to 
column j(i). If r(j(i)) is empty, then the procedure starts a new iteration by considering 
a new unassigned row. Otherwise (r(j(i)) > O) the assignment of row r(j(i)) to column 
j(i) is removed and the procedure starts a new iteration with the (now) unassigned row 
r(j(i)). 

In the second case ( ui = u~') if one of the two columns j (i) and j" (i) is unassigned then 
row i is assigned to the unassigned column, and ARR continues with a new unassigned 
row. Otherwise row i is assigned to column j''(i), the assignment ofrow r(j"(i)) to column 
j''(i) is removed, and the procedure continues with the unassigned row r(j"(i)). 

I t is worth noting that a series of executions of procedure ARR, starting with different 
unassigned rows, can be seen as a particular implementation of an auction phase, without 
the c-relaxation. Jonker and Volgenant have shown that an algorithm which iteratively 
applies procedure ARR, finds an optimal solution to AP in O(n3 6.) time, where 6. is again 
the maximum ICijl value. In the originai implementation of algorithm JV, procedure ARR 
is repeated twice, then the partial solution is completed through shortest paths. 

The shortest path phase has been implemented with particular care and severa! tricks 
have been adopted to accelerate the search of the shortest paths. 

3.4 Algorithm LAPm 

Similarly to algorithm CTCS above, procedure LAPm {originally named LAPMOD) works 
with a sparse matrix. Given a parameter T depending on n, for each row i, LAPm includes 
the values Ci,l, c1,2, ... , Cl,7 in the sparse matrix. Then i t examines the remaining entries 
of row i looking for a value Cij smaller than the average values of the T entries currently 
selected. If such an entry exists, one of the entries already selected is substituted with the 
new entry, and the search continues. The algorithm also provides for the entry (i, i) to be 
included in the sparse matrix C, possibly with a very large cost (say +oo), thus ensuring 
that a feasible solution always exists for C. The resulting instance is solved through an 
implementation of algorithm JV which works with sparse matrices. When a primal-dual 
pair optimal for C has been obtained, the same method used for CTCS is applied to 
check if the dual solution is feasible for the full instance. If the solution is unfeasible, the 
sparse matrix is enlarged (again with the same technique used for CTCS) and the shortest 
augmenting path phase of algorithm JV is repeated. 

3.5 Algorithm NA UC 

The originai name of this algorithm, presented in [15], was NAUCTION_SP which stands 
for "naive auction and sequential shortest path" algorithm. The author describes the code 
as follows. 

"This code implements the sequential shortest path method for the assignment prob­
lem, preceded by an extensive initialization using the naive auction algorithm. The code 
is quite similar in structure and performance to a code of the author [14] and to the 
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code of Jonker and Volgenant [36] and [37]. These codes also combined a naive auction 
initialization with the sequential shortest path method." 

In practice the algorithm performs a prefixed number of auction cycles, each of which 
is similar to procedure ARR of algorithm JV. The number of cycles is defined as a function 
of the sparsity of the matrix and, for dense instances, it is equal to two. After the auction 
phase, the partial solution is completed by means of shortest paths. 

3.6 Algorithms AFLP and AFR 

We have used two different implementations of the auction method. Ali the algorithms 
we have considered up to now are implemented using integer variables and performing 
operations with integer arithmetic (which are faster than floating point operations). To 
implement the scaling version of the auction method one has two possibilities. 

The first one is to use real variables so that it is possible to manage directly values 
of E smaller t han o ne: this is the method used by code AFLP ( the acronym stands for 
Auction with FLoating Point variables). 

The second possibility is to multiply ali data by a constant K such that the values 
assumed by E, after the scaling, are larger than one. In this case it is possible to use integer 
variables (note that the number of significant decimai digits of E is given by the order of 
magnitude of K, i.e. if K = O(lOo:), a decimai digits from E are significant). Unfortunately 
this technique reduces the set of instances to which the algorithm can be applied. Indeed, 
caliing M the largest integer value representable with an integer variable, the method 
solves only instances with maxi,j(Cij):::; ';1, instead of instances with maxi,j(Cij):::; M, as 
for the other algorithms. 

The code AFR we tested uses integer variables and a forward/reverse technique (the 
acronym AFR stands for Auction with Forward/Reverse). In the previous section we have 
described the forward version of the auction code. The reverse version consists in applying 
the method to the transposed matrix, i.e. the problem to be solved is 

max q'(u) (15) 

where q'(u) = 'Lj=1 mini(Cij- ui) + 'Li=l Ui. In the forwardjreverse implementation, the 
algorithm alternatively performs forward and reverse cycles. The switching is controlled 
by a function of the current number of assignments in the partial solution. For a more 
precise description of this algorithm we again use the words of the author. 

"This code implements the forward/reverse auction algorithm with E-scaling for sym­
metric n by n assignment problems. It solves a sequence of subproblems and decreases 
E by a constant factor between subproblems. This version corresponds to a Gauss-Seidel 
mode and solves E subproblems inexactly. The code is an improved version of an earlier 
(sept. 1985) auction code with E-scaling written by Dimitri P. Bertsekas." 

3. 7 Algorithm CSA 

In [31] Goldberg and Kennedy presented several implementations of the pseudoftow algo­
rithm. After extensive computational experiments they conclude that their implementa­
tion called CSA-Q is best overall, so we have used this code for our tests. 
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CSA-Q uses the double-push method which consists of performing a pair of push oper­
ations, in sequence. More precisely, given an unassigned node i E U, then double-push(i) 
determines the first and the secondare with smallest reduced costs, among those emanat­
ing from i, say (i,j) and (i,k), respectively. Then it sends a unit offl.ow through are (i,j) 
{i.e. assigns i to j) and, if column j was assigned to a row r{j), it performs a second push 
operation by sending a unit of fl.ow through the reverse are (j, r(j)) {thus removing the 
assignment (r(j),j)). Lastly, the dual value Ui is setto cik- vk and the dual value Vj is 
set to Cij - Cik + vk -E. One can observe the near equivalence between the double-push 
operation and the application of an auction step made by a bidding phase followed by 
an assignment phase (see Section 2.3.2). Indeed, given a row i, both methods define the 
same dual value for the column j associated with the minimum reduced cost of row i, and 
assign/ deassign the same elements. The only differences are in the way the calculations 
are performed and in the computation of the dual values u, which are explicitly made by 
CSA-Q, whilst the auc::tion method takes care of them implicitly. 

A second peculiarity of code CSA-Q is the use of the so called fourth-best heuristic to 
speed up the search. At the beginning of the algorithm, for each row i, the four smallest 
partial reduced costs Cij - Vj are determined and the largest of these four costs is stored 
in K(i). When the algorithm needs to compute the first and the second smallest reduced 
cost of a row, the search is performed only among the four costs previously identified. 
Since the values of the dual variables v monotonically decrease, then the partial reduced 
costs Cij - Vj strictly increase, hence it is necessary to compute again the four smallest 
partial reduced costs only when all, except possibly one, of the saved elements ha ve partial 
reduced cost greater than K(i). 

4 Codes and Test Instances 

In this section we describe in detail how we have used the originai codes introduced in 
Section 3. Moreover we introduce the classes of instances used to test the codes. 

4.1 Adapting the originai codes 

The originai codes we considered are written in three different languages: FORTRAN, C 
and Pasca!. While compilers for the first two languages are available on most hardware 
platforms, this is not true for the Pascal language (especially under the Unix System). 
Therefore we have performed a one-to-one translation of the codes JV and LAPm from 
the originai Pasca! version to the FORTRAN language. Implementing the FORTRAN 
version we have adopted some shrewdness to obtain a code that has the same efficiency 
as the originai Pasca! code. In particular, we have swapped the row and column indices. 
Indeed, in Pasca! a matrix is stored 'by rows' (i.e. two elements Ci,j and Ci,j+l are stored in 
adjacent memory positions), whereas in FORTRAN a matrix is stored 'by columns' (i.e. 
the two elements CiJ and Ci+IJ are stored in adjacent positions). Hence, it is convenient 
to scan the cost matrix by rows, using Pascal, and by columns, using FORTRAN. 

Codes NAUC, AFLP and AFR have been originally implemented in FORTRAN to 
work with sparse cost matrices. Since our tests consider only dense instances, one has 
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to consider the possibility of substituting the pointer-based data structure, used to store 
the sparse matrices, with a full matrix. We have modified all the codes accordingly and 
we have performed a set of preliminary tests. It resulted that the use of a full matrix is 
advantageous only when the auction method is paired with the shortest path technique. 
Therefore the code NAUC we tested utilizes a full matrix, instead of the originai data 
structure, whereas algorithms AFLP and AFR have not been changed. Since the originai 
implementation of NAUC stores the sparse cost matrix by rows, we have swapped the row 
and column indices. Lastly, the auction codes have been designed to solve maximization 
problems, so we run these algorithms with cost matrix [-c;:j] instead of [Cij]· 

Algorithm CSA is distributed with a package containing a main procedure which reads 
the input data, prepares the internai data structure and then runs the optimization pro­
cedure which solves the problem. In order to use the same main FORTRAN program to 
run all codes, we have implemented two interfaces for running CSA. The first interface 
is a FORTRAN subroutine which receives the cost matrix, stores the costs in a single 
vector and calls the second interface, written in C Ianguage, which prepares the data 
structure and runs the optimization procedure. The CPU time elapsed is calculated only 
for the optimization phase. Since CSA requires as input a maximization problem and the 
C language stores the matrices by rows, the interface subroutines give the optimization 
procedure the opposite of the transposed FORTRAN cost matrix (i.e. we give CSA the 
costs dij = -Cji, for i,j =l, ... ,n). 

During a first set of preliminary experiments, we encountered some difficulties with 
the definition of the large positive vaiue we give to an entry that does not exist in an 
origina! instance. In particular, we gave these entries the value 2 · 109 . The same value is 
given to the algorithms for internai use. With this choice, aigorithm LAPm often entered 
an infinite loop, especially when we tried to solve geometrie instances (see below). We 
skipped the probiem by giving vaiue 108 to the Iargest cost of an entry and giving the 
value 2 · 109 for internai use. 

4.2 The classes of instances 

To test the performance of the eight competitors, we have used six classes of randomly 
generated problems and 141 benchmark instances. The size of the cost matrix varies up 
to one thousand rows and coiumns. 

The random problems have been generateci by means of the DIMACS completely 
portable uniform random number generator (see [35]). 

4.2.1 Random instances 

The six random classes we have considered are as follows. 

Uniform random class 

The entries of the cost matrix are integers uniformly randomly generateci in [O, K], with 
K E {10, 102 , 103 , 106 }. This is the most common class of instances used in the literature 
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to test AP algorithms (see e.g. [29], [37], [20] and [31]). 

Geometrie class 

W e first generate two sets of points, X and Y, each containing n points with integer co­
ordinates in the square [1 x Kj x [1 x Kj with K E {10, 102 ,103 , 106 }. Then for each pair 
(i, j), for i, j = l, ... , n, we assign to Cij the truncated euclidean distance between the i-th 
point of X and the j-th point of Y. This class of instances was introduced in [31]. 

No- Wait Flow-Shop class 

It is well known that an instance of the scheduling problem known as no-wait flow-shop can 
be transformed into an instance of the Asymmetric Travelling Salesman Problem (ATSP). 
We have generateci ATSP instances as those proposed in [19] (i.e. derived from no-wait 
flow-shop scheduling problems with ten and twenty machines, and up to one thousand 
jobs) and we have solved AP with the corresponding cost matrix. This is a new test class 
for AP. 

Two cast class 

Each entry of the cost rnatrix is given cost l with probability p and cost 106 otherwise, 
where p E {0.25, 0.5, 0.75}. This class is the dense version of the analogous class intro­
duced in [31]. 

Randomized M achol Wien class 

This class, obtained by randomization frorn the benchrnark instances of Machol and Wien 
[42, 43], was first introduced in [22]. In particular Cij is assigned an integer value uniforrnly 
randomly generateci in [0, (i- l)(j- l)J. 

SDVSP class 

In the Single Depot Vehicle Scheduling Problem (SDVSP) we want to fìnd the minirnurn 
cost assignrnent of buses, located in the sarne depot, to a set of time-tabled trips. It is 
known that the problem can be modeled as an AP defìned by a particular cost matrix. We 
have generateci SDVSP instances as in [27] and transforrned each one into an AP instance. 
Since the number of rows (and colurnns) in the assignment must be almost double the 
nurnber of trips in the SDVSP instance, we limited the nurnber of trips to 600. This is a 
new test class for AP. 

4.2.2 Benchmark instances 

The fìrst set of fìve benchrnark instances we used were proposed by Machol and Wien in 
[42, 43]. 
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Machol Wien class 

This is a famous class of difficult instances defined by Cij = (i -l) (j- l), for i, j = l, ... , n. 

The other benchmarks we used are instances of the Travelling Salesman Problem (TSP) 
and of the Capacitated Vehicle Routing Problem (CVRP). It is well known that the as­
signment problem defines a lower bound for TSP, which has been extensively used in 
the literature. Hence, it is important to test the performance of the AP algorithms on 
these instances. We used benchmarks with at most 1000 nodes, taken from the TSPLIB 
(see [50]). The first 75 instances correspond to Symmetric TSP (i.e. Cij = Cji, for 
i,j = l, ... , n, i =/= j), whereas the following 19 instances define Asymmetric TSP's. 

The first seven Vehicle Routing Problem instances (available in the TSPLIB [50]) are 
from Eilon [24], another three instances are from Fisher [30] and another four insLances 
are from Christofides, Mingozzi and Toth [25]. Additional 20 instances are unpublished 
problems randomly generated by Augerat et al. [6], with a clustering technique. More 
precisely, a random number of clusters of size lO x 10 is generated on a 100 x 100 square, 
then n points are randomly generated within the clusters. Each cost Cij is given the 
truncated euclidean distance between i an d j. 

Lastly, we tested the algorithms on the eight dense instances proposed by Beasley [12] 
and available in the OR-Library (see [13]). 

4.3 Running the codes 

The codes in Section 3 have been tested on two very common systems. The first one is 
a Sun Sparc Ultra 2 workstation running under a Unix operating system (SunOS version 
5.5.1). The second one is a personal computer with a CPU Pentium with dock at lOOMhz, 
running under Windows '95. 

On the workstation we used the SUN C and FORTRAN 77 compilers, version 4.0 with 
the compiler option -00 which disables the optimization. Therefore the final command 
lines used to compile are: cc -00 -c (filename} and f77 -00 -c {filename} (the option -c 

disables the linking phase). The object codes were linked with the f77 utility (command 
line: f77 (object files}. The Unix function times() was used to determine the CPU time 
used by each code. 

On the personal computer we used the Watcom FORTRAN 77/32 compiler version 
10.6 and the Watcom C32 compiler version 10.6. We used no specific compiler instruction, 
but only the option -5, which tells the compilers that the microprocessor is a Pentium and 
the option -od which disables the compiler optimization. The final command lines used 
to compile are: wfc386 -5 -od (filename} for the FORTRAN language and wcc386 -5 

-od {filename} for the C language. To link the codes we used the Watcom linker utility 
and the PharLap TNT DOS extender. With this system the resulting executable code 
can be run both under Windows and under MS-DOS. The command lines used are wlink 
FILE (object files} NAME main.exp, and rebind main.exp (the rebind command is used 
to obtain the final executable code main. ex e from the intermedia te code main. exp). W e 
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run the code in an MS-DOS window while no other program was running. The Watcom 
routine gettimO was used to calculate the CPU time used by each code. 

5 Computational Experiments 

In this section we discuss the behaviour of the selected algorithms, when solving the test 
instances described in Section 4.2 

For each class, for each value of the possible parameter defining the class, and for 
each value of n (with n E {200, 400,600,800, 1000} ), we have generated and solved ten 
instances. A time limit of 500 seconds was given to each algorithm for solving a single 
instance (but the limit was extended to 1500 seconds for each Machol Wien instance). In 
the tables, for each code and for each value of n, we report the average CPU time with 
respect to the number of instances solved within the time limit. The symbol 'tl' is used 
to indicate that the time limit was reached for all the ten instances. The symbol 'c' is 
used when code AFR cannot solve the instances, due to the restrictions on the magnitude 
of the costs. We also report the number of successful runs, when the number of solved 
instances is between one and nine. 

We report in detail the computational experiments performed with the Sun Sparc Ultra 
2 workstation, running under Unix, whereas for the results obtained with the Personal 
Computer, running under Windows 95, we give only some qualitative description and a 
figure. Indeed, we ha ve observed t ha t the speeds of the two computers are comparable ( see 
Figures l and 2) and the performance on the PC is close to that on the workstation (with 
a single exception that we will point out in the following). However, the running times 
on the PC are sensitive to the environment (total quantity of memory allocated, number 
of algorithms linked in the same executable file, etc.), so we prefer to present numerica! 
results only with respect to the workstation which does not present such anomalies. 

Figure l depicts the average running times for the uniform random class, and for 
instances with n= 1000 (the numerica! values are given in Table 2, in the appendix). The 
maximum running time for each of the algorithms APC, CTCS, JV, LAPm, NAUC and 
CSA, is at most 20% larger than the average time, thus showing a good roboustness of 
these algorithms when solving uniform random instances. Instead, the maximum running 
time of the two pure auction methods, AFLP and AFR, is up to three times the average, 
thus showing a strong dependance on the instance. Table 3 gives the results obtained with 
the uniform random class, for all values of n and for ali values of the range parameter K 
(with K = 10,102 ,103, 106 ). 

In Figure 2 we report the aver age running times o n the personal computer, for the 
same instances of Figure l (note that the CPU time of AFLP for K = 106 is outside 
the figure since it is about 60 seconds). Comparing Figures l and 2 one can see that the 
performances of the algorithms on the workstation and on the PC are quite similar, the 
only exceptions being algorithms AFLP and AFR that we have already observed have a 
behaviour less stable than that of the other methods. 

For small costs instances (K = 10) the fastest algorithms are APC and CTCS, but 
their running time increase with the range. Algorithm LAPm is slower than APC and 
CTCS when the costs are small, but it is very fast for the other three ranges. The average 
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performances of algorithrn AFR are not too bad, but the running time fora single instance 
may be very high (about 40 seconds for an instance with K = 103 ) and the algorithm 
canna t be used for K = 106 . Finally, the running t ime of AFLP is always very large, 
especially for small costs. Indeed, no instance with K ::; 100 was solved within the time 
limit of 500 seconds. 

The results with the geometrie class, for instances with n = 1000, are summarized in 
Figure 3 (see also Tables 4 and 5 of the appendix). For all algorithms, except far LAPm 
and AFLP, the maximum running time never exceeds the average time by more than 30%. 
LAPm and AFLP, instead have maximum times up to five times larger than the average 
times. More specifically, LAPm presents a large variance of the running times far n ::; 800, 
whereas it is substantially stable far n = 1000. Nevertheless, for K > 10, LAPm is the 
fastest algorithm, followed by CSA. For K = 10 the fastest code is JV, which is also com­
petitive far K = 102 and K = 103 , but i t is dramatically slow for the largest cast range. 
By solving geometrie instances with K = 106 we have observed that algorithm LAPm 
has a different behaviour when running on the workstation or on the personal computer. 
Indeed, the CPU times on the PC are about one order of magnitude larger than those on 
the workstation. However, this happens only with this algorithm (LAPm) and only with 
this class and range. Ali other algorithms and instances have similar running times on the 
two systems. We have not been able to find any convincing justification for this behaviour. 

The barchart in Figure 4 reports the CPU times used by each algorithm to solve the 
no-wait fl.ow-shop instances with 1000 jobs, and ten or twenty machines, respectively. Al­
gorithm CSA outperforms all other rnethods. Algorithms JV, LAPrn and AFR are the 
second best methods, but their running times are one order of magnitude larger than that 
of CSA. AFLP is about twice as slow as the worst among the other algorithms and is not 
able to salve all the instances within the time limit (see Table 6 in the appendix). It is 
worth noting that when we increase the number of machines of an instance, while keeping 
the same number of jobs, some algorithms (e.g. APC and NAUC) require longer running 
times, whereas some other algorithms (e.g. LAPm and AFR) require shorter computing 
times. Finally we note that the difference between the maximum and the average com­
puting time never exceeds 10% of the average time, far ali algorithms. 

Concerning the two cast instances, we observe that the maximum running time of each 
algorithm is almost identica! to its average running time. Moreover there is no significant 
difference, when the percentage of high cast entries increases from 25% to 75%. Therefore 
we decided to give the results only for p = 0.50, see Figure 5 and Table 7 in the appendix. 
Algorithms APC and CTCS are very fast, and beat the other methods by at least one 
arder of magnitude. Algorithm AFLP is not competitive at ali, whereas AFR cannot be 
used, due to the large cast values. Algorithm CSA is two orders of magnitude slower than 
APC. 

The randomized Machol Wien instances (see Figure 6 and Table 8 in the appendix) are 
solved with no great effort by ali the algorithms, with the exception of AFR that cannot 
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salve instances with n 2: 600, since the costs are too large. The rnaxirnurn cornputing 
tirnes are at rnost 1.2 larger than the average tirnes, thus confirrning that these instances 
are substantially not too difficult. The fastest algorithrn is CSA followed by four alrnost 
equivalent codes, narnely JV, LAPrn, AFLP and NAUC. Algorithrn AFR is fast, but can 
solve only srnall instances. It is worth noting that the running tirne of LAPrn increases 
linearly with n. 

The instances frorn the single depot vehicle scheduling class are very difficult for the 
pure auction rnethods, which are outperforrned by ali other rnethods. Code JV is able to 
salve these instances in few seconds, and CSA is only slightly slower. APC, CTCS and 
NAUC are also not too bad, whereas LAPrn is five to ten tirnes slower than JV. 

In the Tables 10-15 we report the results obtained with the benchrnark instances. 

The Machol Wien instances (see Table 10) are very difficult forali rnethods (see Table 
10). The two pure auction methods are not able to salve the instances with n > 400 
within the 1500 seconds of the time lirnit. The fastest of the other methods is CSA which 
has running times 3-4 tirnes shorterr than JV, which is the second best algorithrn. 

For the other benchmark problerns we bave added a row, at the bottorn of each table, 
with the average time over ali test instances of the sarne class (for the unsolved instances, 
a cornputing time equa! to the tirne lirnit has been considered). 

The symmetric TSP instances (see tables 11-12 in the appendix) are ali very differ­
ent frorn each other, both in size (n ranges frorn 17 to 1000) and in the structure of the 
cost rnatrix. However, the relative behaviour of the algorithms is quite insensitive to the 
instance, with only one exception that we will describe in the following. If we do not 
consider the pure auction methods, the rernaining algorithms salve the instances with 
n :s; 400 in less than 20 seconds, and the largest ones in a few minutes. Algorithrn CSA 
is very fast, indeed its average running tirne over all instances is less than one half that 
of the second best code, namely JV, and about four tirnes shorter than those of APC and 
CTCS. The remaining algorithms LAPrn and NAUC are slower. The auction codes AFLP 
and AFR were not able to salve within the tirne limit about one third of the instances, 
and the running tirnes for some of the solved instances are very long. A very excep­
tional case is DSJ1000, an instance with 1000 rows and columns, which is quite difficult 
for ali rnethods, but for AFR which sol ves i t with a running time that is surprisingly short. 

The Asymmetric TSP instances (see Table 13 in the appendix) have at most 443 rows 
and columns andare generally easy for all algorithms. Indeed, the maximurn running tirne 
is about three seconds, if we exclude code AFLP which runs up to twenty tirnes slower 
than the other codes. The fastest algorithrns are LAPm, JV and CTCS. 

The Vehicle Routing Problems (see Table 14) are also not very large (at most 200 
rows and columns) andare easy. Indeed, algorithms APC, CTCS, JV and CSA salve each 
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instance in less than one second, whereas the maximum running time, due to AFLP, is 
smaller than five seconds. The benchmark problems by Augerat et al. [6], not reported in 
the tables, were solved within at most 0.2 seconds by all the algorithms. 

To solve the benchmark instances from the OR-Library (see Table 15 in the appendix) 
the best code is LAPm, which determines the optimal solution of each instance in less 
than one second. Algorithms CTCS and JV are also very fast, whereas AFLP is again 
very slow (up to 400 times slower than LAPm). 

5.1 Conclusions 

From the computational results it is not possible to obtain a precise ranking of the eight 
algorithms considered, but it is possible to evaluate their relative behaviour. 

We can first note that AFLP has almost always the longest computing times, and often 
exceeds the time limit. AFR has a similar behaviour, although it is sometimes competitive 
with other algorithms. Moreover, several instances cannot be solved with this code, due 
to the restrictions on the values of the cost matrix. Hence, we can state that both AFLP 
and AFR are not competitive when solving dense instances, and we will not consider them 
any more in the following. 

The other auction algorithm, NAUC, is beaten, on average, by three or four other 
codes on each class of instances, and in no entry is it the winner. Algorithm CTCS shows 
a better average performance, indeed it is generally the third or the fourth best code on 
each class, but it is never the winner in a class. APC is the fastest code for the two cost 
class, an d has a behaviour, o n aver age, similar to t ha t of CTCS for the other classes. 
Algorithm LAPm is the winner for the uniform random and the geometrie classes, and for 
the instances from the OR-library. No dominance with respect to NAUC, CTCS and APC 
exists for the remaining classes. Code JV has a good and stable average performance for 
all the classes, and i t is the best algorithm for the uniform random ( together with LAPm) 
and for the single-depot class. Finally, the performances of CSA strongly depends on the 
class, indeed it is certainly the winner for classes no-wait fl.ow-shop, randomized Machol 
Wien, Machol Wien and Symmetric TSP. On the other classes, it is or the second best 
code, or the worst one (classes uniform random, two cost and OR-library). 
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Appendix 

Table 2: Uniform random class, n = 1000, Sun Sparc Ultra 2 seconds 
range APC CTCS JV LA P m NAUC AFLP AFR CSA 

10 0.42 0.65 3.00 12.15 2.61 ti 7.65 14.45 
102 3.24 1.66 2.50 1.43 4.60 ti 16.92 18.29 
103 11.18 3.13 4.39 1.55 14.41 22.82 11.69 7.40 
106 15.67 17.58 6.76 1.72 7.68 40.99 c 7.52 

Table 3: Uniforrn random class, Sun Sparc Ultra 2 seconds 
n APC CTCS JV LA P m NAUC AFLP AFR CSA 

Cij E (1, 10l 
200 0.02 0.05 0.09 0.34 0.09 8.10 0.22 0.28 
400 0.07 0.12 0.43 1.90 0.39 73.38 0.85 1.69 
600 0.16 0.23 1.03 4.59 0.92 257.17 2.23 4.27 
800 0.28 0.42 1.88 7.98 1.65 ti 3.27 8.23 

1000 0.42 0.65 3.00 12.15 2.61 t l 7.65 14.45 
Cij E (1, 10 l 

200 0.22 0.13 0.11 0.09 0.20 0.47 0.17 0.17 
400 1.25 0.41 0.52 0.29 1.28 23.39 0.92 1.38 
600 2.41 0.64 0.94 0.59 2.65 134.54 2.45 5.20 
800 2.80 1.09 1.60 0.99 3.55 422.72 7 7.91 10.93 

1000 3.24 1.66 2.50 1.43 4.60 ti 16.92 18.29 
Cii E (1,10 l 

200 0.24 0.14 0.12 0.09 0.16 0.25 0.15 0.17 
400 1.08 0.51 0.56 0.30 0.99 1.14 0.64 0.89 
600 3.06 1.13 1.44 0.60 3.08 3.03 1.60 2.21 
800 6.10 2.02 2.77 1.02 7.46 11.26 4.81 4.44 

1000 11.18 3.13 4.39 1.55 14.41 22.82 11.69 7.40 
Cij E (1, 10 l 

200 0.28 0.15 0.32 0.12 0.32 0.53 c 0.19 
400 1.35 0.58 1.06 0.34 0.97 2.67 c 0.97 
600 4.04 4.58 2.54 0.70 2.74 8.18 c 2.52 
800 8.55 9.70 4.47 1.17 4.97 23.92 c 4.41 

1000 15.67 17.58 6.76 1.72 7.68 40.99 c 7.52 
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Table 4: Geometrie class, n = 1000, Sun Sparc Ultra 2 seconds 
range APC CTCS JV LA P m NAUC AFLP AFR CSA 

lO 27.26 12.35 6.80 21.57 9.67 t l t l 24.56 
102 25.50 26.54 14.27 4.26 47.52 t l ti 15.32 
103 31.42 33.10 17.96 4.74 50.58 ti t l 11.42 
106 34.08 35.07 74.57 8.52 90.55 ti c 10.54 

Tabie 5: Geometrie class, Sun Sparc Ultra 2 seconds 
n APC CTCS JV LA P m NAUC AFLP AFR CSA 

Cij E (1, 10 l 
200 0.33 0.31 0.18 0.40 0.31 7.53 4.85 0.45 
400 2.25 1.50 0.86 2.03 1.55 84.83 96.97 2.74 
600 6.74 4.06 2.09 5.42 3.32 319.93 161.63 7 7.45 
800 15.28 7.81 4.26 11.39 5.94 ti 262.68 l 15.25 

1000 27.26 12.35 6.80 21.57 9.67 ti t l 24.56 

Cii E (1, 10 J 
200 0.43 0.49 0.30 0.32 0.58 17.39 16.67 0.33 
400 2.36 2.62 1.61 0.88 3.78 219.25 169.73 4 1.54 
600 6.81 7.55 4.10 2.16 11.29 324.27 4 t l 4.35 
800 15.27 15.92 8.41 4.44 25.21 ti tl 10.83 

1000 25.50 26.54 14.27 4.26 47.52 ti ti 15.32 
Cij E (1,10 l 

200 0.53 0.56 0.38 0.35 0.64 43.66 22.94 0.27 
400 2.97 3.21 1.96 1.03 3.94 267.32 5 199.88 3 1.26 
600 8.07 8.68 4.97 2.76 11.95 494.25 l t l 3.38 
800 18.60 19.68 10.40 5.47 27.21 ti ti 6.59 

1000 31.42 33.10 17.96 4.74 50.58 ti ti 11.42 
Cii E (1, 10 l 

200 0.56 0.58 4.08 1.13 4.19 32.81 c 0.31 
400 3.17 3.31 12.86 2.23 13.55 192.36 9 c 1.41 
600 8.74 9.06 29.24 5.12 31.44 334.22 6 c 3.38 
800 20.17 20.51 48.83 8.73 57.70 ti c 6.45 

1000 34.08 35.07 74.57 8.52 90.55 ti c 10.54 
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Table 6: No-wait flow-shop, Sun Sparc Ultra 2 seconds 
m jobs APC CTCS JV LA P m NAUC AFLP AFR CSA 

200 2.07 1.64 0.88 1.56 1.56 5.44 0.86 0.24 
400 15.01 11.45 6.03 9.63 11.17 70.82 8.47 1.10 

10 600 47.89 36.99 18.56 27.57 35.65 184.80 17.96 2.37 
800 108.90 83.94 40.91 55.98 80.27 338.29 6 47.63 4.21 

1000 205.86 159.30 75.89 102.69 152.34 459.27 l 89.66 7.18 
200 2.36 1.63 0.88 0.80 1.63 4.36 0.51 0.22 
400 17.22 12.74 6.08 5.50 12.70 30.88 4.07 1.00 

20 600 54.35 42.91 19.16 17.30 41.30 120.39 19.29 2.32 
800 125.98 91.78 43.09 36.70 98.11 302.76 26.75 4.29 

1000 242.04 178.82 81.25 70.19 188.82 388.29 5 62.40 7.69 

Table 7: Two cost class, p= 0.50, Sun Sparc Ultra 2 seconds 
n APC CTCS JV LA P m NAUC AFLP AFR CSA 

200 0.02 0.03 0.12 0.20 0.10 9.67 c 1.38 
400 0.08 0.12 0.51 0.74 0.44 80.20 c 5.77 
600 0.18 0.26 1.15 1.62 1.00 272.40 c 13.09 
800 0.33 0.47 2.08 2.80 1.80 ti c 23.91 
1000 0.52 0.73 3.29 4.36 2.83 ti c 39.31 

Table 8: Randomized Machol Wien, Sun Sparc Ultra 2 seconds 
n APC CTCS JV LA P m NAUC AFLP AFR CSA 

200 0.73 0.75 0.30 0.56 0.39 0.47 0.19 0.30 
400 4.12 4.63 1.57 2.92 2.17 2.28 0.81 1.40 
600 12.54 13.88 4.33 7.81 6.16 6.06 c 3.45 
800 24.80 26.15 8.67 12.48 12.89 11.66 c 6.18 
1000 43.63 46.09 15.41 17.34 22.56 20.90 c 10.30 

Table 9: Single depot vehicle scheduling class, Sun Sparc Ultra 2 seconds 
trips APC CTCS JV LAPm NAUC AFLP AFR CSA 
200 1.02 1.29 0.72 6.34 1.52 421.70 l 64.02 2 1.67 
400 7.71 10.16 4.92 45.80 11.35 t l ti 7.37 
600 21.87 27.17 14.71 143.06 34.92 ti c 16.68 
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Table 10: Machol Wien class, Sun Sparc Ultra 2 seconds 
n APC CTCS JV LA P m NAUC AFLP AFR CSA 

200 6.52 4.62 3.73 9.00 10.75 45.35 114.47 1.70 
400 52.95 39.07 28.83 76.15 87.10 748.93 t l 7.28 
600 180.10 135.03 97.02 263.32 295.37 t l c 19.90 
800 430.93 314.03 228.82 664.317 705.43 t l c 55.82 

1000 846.80 613.87 446.47 1323.433 1381.95 t l c 143.97 

Table 11: TSPLIB: Symmetric instances, Sun Sparc Ultra 2 seconds 
name APC CTCS JV LA P m NAUC AFLP AFR CSA 
A280.TSP 3.82 4.32 2.22 7.82 8.15 478.85 105.25 5.62 
ALI535.TSP 0.52 0.78 0.43 0.77 0.55 t l 47.45 2.02 
ATT48.TSP 0.02 0.03 0.02 0.05 0.05 0.05 0.03 0.02 
ATT532.TSP 18.63 18.23 12.78 70.88 78.35 t l t l 6.42 
BAYG29.TSP 0.01 0.01 0.01 0.02 0.01 0.01 0.01 0.02 
BAYS29.TSP 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.01 
BERLIN52.TSP 0.03 0.03 0.03 0.08 0.03 3.52 0.22 0.03 
BIER127.TSP 0.65 0.67 0.68 0.92 1.45 t l 104.22 0.37 
BRAZIL58.TSP 0.02 0.02 0.01 0.01 0.01 0.18 0.02 0.02 
BRG180.TSP 0.01 0.02 0.05 0.03 0.05 0.07 0.05 0.23 
BURMA14.TSP 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.02 
CH130.TSP 0.37 0.40 0.23 0.92 0.48 14.08 7.58 0.15 
CH150.TSP 0.58 0.63 0.37 1.38 0.95 11.13 7.72 0.22 
D198.TSP 2.13 2.43 1.60 3.10 5.08 80.15 66.40 1.13 
D493.TSP 38.93 43.37 26.20 54.35 84.88 t l t l 8.58 
D657.TSP 64.05 72.53 42.07 124.75 166.77 t l t l 14.68 
DANTZIG.TSP 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.02 
DSJ1000. TSP 312.32 324.83 263.87 499.33 t l t l 0.01 18.43 
FL417.TSP 9.62 7.48 4.07 21.38 11.68 t l t l 10.48 
FRI26.TSP 0.01 0.02 0.01 0.01 0.01 0.02 0.01 0.02 
GIL262.TSP 2.37 2.32 1.25 6.05 4.15 59.17 7.10 0.72 
GR17.TSP 0.01 0.01 0.02 0.01 0.01 0.01 0.01 0.01 
GR2l.TSP 0.01 0.01 0.02 0.01 0.01 0.01 0.01 0.01 
GR24.TSP 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.01 
GR48.TSP 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
GR96.TSP 0.02 0.03 0.02 0.03 0.02 0.18 0.03 0.03 
GR120.TSP 0.03 0.03 0.03 0.03 0.03 3.73 0.23 0.12 
GR137.TSP 0.03 0.05 0.03 0.05 0.03 16.07 0.03 0.10 
GR202.TSP 0.08 0.12 0.07 0.08 0.08 365.83 22.97 0.38 
GR229.TSP 0.12 0.17 0.10 0.13 0.10 47.23 0.18 0.30 
GR43l.TSP 0.43 0.63 0.33 0.33 0.50 t l 13.73 1.47 
GR666.TSP 1.18 1.68 0.78 1.12 1.35 tl 235.77 3.22 
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Tabie 12: TSPLIB: Symmetric instances ( ... continued) 
name APC CTCS JV LA P m NAUC AFLP AFR CSA 
HK48.TSP 0.01 0.02 0.01 0.01 0.02 0.02 0.02 0.02 
KROA100.TSP 0.20 0.18 0.15 0.47 0.28 16.15 3.63 0.10 
KROA150.TSP 0.72 0.77 0.55 1.50 1.15 38.33 9.55 0.27 
KROA200.TSP 1.68 1.85 1.07 3.72 2.65 80.60 23.97 0.52 
KROB100.TSP 0.20 0.22 0.20 0.50 0.37 10.01 4.72 0.20 
KROB150.TSP 0.73 0.80 0.53 1.72 1.12 49.75 21.72 0.33 
KROB200.TSP 1.88 2.03 1.23 3.73 2.62 115.00 36.88 0.43 
KROC100.TSP 0.20 0.22 0.15 0.47 0.33 5.77 2.33 0.12 
KROD100.TSP 0.23 0.23 0.17 0.50 0.33 9.78 2.98 0.12 
KROE100.TSP 0.22 0.23 0.22 0.50 0.30 12.42 1.10 0.12 
LIN105.TSP 0.28 0.35 0.27 0.57 0.68 36.98 55.77 0.27 
LIN318.TSP 7.62 8.05 5.17 13.90 18.03 ti ti 2.45 
LINHP318.TSP 7.58 8.05 5.17 13.90 18.02 ti ti 2.47 
P654.TSP 53.12 50.57 23.38 100.12 96.98 ti ti 20.60 
PA56l.TSP 3.78 4.00 1.90 1.22 3.72 4.40 1.35 3.63 
PCB442.TSP 19.55 20.90 11.90 35.70 34.68 t! ti 9.07 
PR76.TSP 0.10 0.10 0.10 0.22 0.27 96.10 58.13 0.18 
PR107.TSP 0.15 0.20 0.13 0.53 0.45 151.88 94.43 0.35 
PR124.TSP 0.48 0.48 0.37 1.03 1.08 48.87 156.28 0.28 
PR136.TSP 0.45 0.55 0.35 1.17 1.15 295.43 492.90 0.20 
PR144.TSP 0.72 0.77 0.55 1.45 1.67 t l 304.85 0.50 
PR152.TSP 0.80 0.87 0.60 1.77 1.80 ti t! 0.72 
PR226.TSP 2.60 2.82 1.83 4.70 5.12 t! ti 1.48 
PR264.TSP 3.67 4.00 2.38 7.23 9.33 t! t l 1.57 
PR299.TSP 6.92 7.77 5.57 13.62 17.67 ti t l 3.78 
PR439.TSP 14.23 15.15 9.98 36.83 47.53 t l ti 4.82 
RAT99.TSP 0.12 0.13 0.08 0.42 0.17 0.48 2.70 0.10 
RAT195.TSP 1.07 1.28 0.62 2.73 1.60 5.92 12.65 0.52 
RAT575.TSP 26.72 35.12 15.47 57.92 40.90 452.62 ti 6.65 
RAT783.TSP 61.32 98.07 39.00 194.80 105.35 t l t l 10.82 
RD100.TSP 0.20 0.20 0.15 0.52 0.33 6.78 0.62 0.08 
RD400.TSP 10.57 11.40 6.37 28.13 21.60 ti 254.28 2.25 
SI175.TSP 0.08 0.12 0.08 0.08 0.13 2.95 0.13 0.17 
SI535.TSP 0.52 0.80 0.45 0.60 1.15 71.43 16.78 1.00 
ST70.TSP 0.05 0.05 0.05 0.12 0.08 0.07 0.12 0.03 
SWISS42.TSP 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.01 
TS225.TSP 1.27 1.15 0.78 4.35 3.03 t l ti 1.52 
TSP225.TSP 2.53 2.96 1.73 4.13 4.93 103.35 96.37 1.97 
U159.TSP 0.88 0.92 0.62 1.80 2.13 t l 339.15 1.27 
U574.TSP 48.00 53.42 32.25 87.25 113.15 ti ti 11.07 
U724.TSP 93.50 105.37 60.32 150.15 213.55 t l t l 21.00 
ULYSSEI.TSP 0.01 0.01 0.01 0.01 0.02 0.01 0.03 0.01 
ULYSSE2.TSP 0.01 0.01 0.01 0.02 0.01 0.02 0.01 0.01 
A verage on the 
soived instances 11.08 12.31 7.86 20.98 21.87 202.61 154.83 2.51 
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Table 13: TSPLIB: Asymmetric instances, Sun Sparc Ultra 2 seconds 
name APC CTCS JV LA P m NAUC AFLP AFR CSA 
BR17.ATS 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
FT53.ATS 0.02 0.04 0.01 0.02 0.01 0.05 0.01 0.07 
FT70.ATS 0.02 0.04 0.02 0.03 0.02 0.40 0.01 0.13 
FTV33.ATS 0.01 0.01 0.01 0.02 0.01 0.10 0.01 0.01 
FTV35.ATS 0.01 0.02 0.01 0.01 0.01 0.03 0.01 0.01 
FTV38.ATS 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.01 
FTV44.ATS 0.01 0.01 0.02 0.02 0.01 0.02 0.02 0.01 
FTV47.ATS 0.02 0.02 0.01 0.01 0.01 0.13 0.09 0.02 
FTV55.ATS 0.02 0.02 0.01 0.02 0.01 0.18 0.37 0.03 
FTV64.ATS 0.01 0.02 0.01 0.02 0.02 0.20 0.02 0.03 
FTV70.ATS 0.02 0.02 0.01 0.02 0.02 0.23 0.23 0.02 
FTV170.ATS 0.10 0.11 0.07 0.07 0.09 1.62 2.65 0.15 
KR0124P.ATS 0.02 0.03 0.02 0.04 0.02 0.04 2.65 0.22 
P43.ATS 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.03 
RY48P.ATS 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.07 
RBG323.ATS 0.48 0.20 0.32 0.17 0.43 17.30 0.50 0.95 
RBG358.ATS 0.95 0.28 0.33 0.20 0.62 20.93 0.77 1.97 
RBG403.ATS 1.20 0.35 0.38 0.23 0.65 32.87 0.77 3.22 
RBG443.ATS 1.45 0.43 0.52 0.29 0.80 41.50 1.00 2.77 
Average 0.23 0.09 0.09 0.06 0.15 6.09 0.48 0.51 

Table 14: Vehicle Routing Problems, Sun Sparc Ultra 2 seconds 
name APC CTCS JV LAPm NAUC AFLP AFR CSA 
Eil22.VRP 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 
Eil23.VRP 0.01 0.01 0.01 0.02 0.01 0.02 0.01 0.01 
Eil30.VRP 0.02 0.01 0.01 0.01 0.02 0.07 0.07 0.02 
Eil33.VRP 0.02 0.01 0.01 0.01 0.02 0.05 0.07 0.02 
Eil5l.VRP 0.02 0.03 0.02 0.05 0.04 0.08 0.02 0.02 
Eil76.VRP 0.05 0.07 0.05 0.17 0.08 0.10 0.10 0.02 
EillOl.VRP 0.10 0.12 0.08 0.33 0.20 1.57 0.20 0.10 
Fis45.VRP 0.01 0.02 0.01 0.04 0.03 1.34 0.11 0.05 
Fis72.VRP 0.04 0.05 0.02 0.10 0.03 0.27 0.07 0.10 
Fis135.VRP 0.32 0.35 0.17 0.78 0.46 2.53 1.77 0.35 
M-NIOI.VRP 0.17 0.15 0.09 0.40 0.29 2.15 1.43 0.18 
M-N12I.VRP 0.32 0.35 0.20 0.60 0.55 1.47 3.05 0.23 
M-N15I.VRP 0.41 0.46 0.25 1.16 0.68 4.55 0.96 0.23 
M-N200.VRP 0.92 1.04 0.55 2.34 1.62 4.32 2.85 0.53 
Average 0.17 0.19 0.11 0.43 0.29 1.32 0.77 0.13 
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Table 15: OR-Library, Sun Sparc Ultra 2 seconds 
name APC CTCS JV LAPm NAUC AFLP AFR CSA 
AlOO.TXT 0.03 0.02 0.02 0.02 0.03 0.07 0.03 0.05 
A200.TXT 0.15 0.12 0.11 0.09 0.18 0.15 0.20 0.18 
A300.TXT 0.18 0.12 0.12 0.08 0.18 0.93 0.13 0.17 
A400.TXT 1.60 0.45 0.60 0.28 1.70 20.96 0.60 1.40 
A500.TXT 1.79 0.67 0.85 0.45 2.77 38.45 1.79 3.48 
A600.TXT 2.68 0.98 1.20 0.55 2.90 114.04 2.12 7.63 
A700.TXT 4.50 1.34 1.42 0.75 3.46 237.43 6.15 9.12 
A800.TXT 6.60 1.77 1.90 0.95 4.35 499.25 5.15 12.20 
Average 2.19 0.68 0.78 0.40 1.95 113.91 2.02 4.28 
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