
Sparse and robust estimation for autoregressive models by pe-
nalized density power divergence minimization

Abstract

In this talk, I present a sparse coe¢ cient estimation procedure for autoregressive mod-

els based on minimization of a penalized version of the density power divergence measure.

We derive a penalized conditional weighted likelihood estimator which provides two simul-

taneous advantages: (i) robust estimation of the coe¢ cients, and (ii) automatic selection of

the relevant lags. We give conditions on the penalty function, under which our estimator

is consistent and satis�es the oracle property. The method is studied through numerical

simulations and is applied to real data sets.
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